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Abstract

Coastal and maritime regions and their entities face accelerated degradation due to the
combined effects of environmental stressors and anthropogenic activities. Coastal degra-
dation can be identified, visualized and estimated through periodic monitoring over a
region of interest using earth observation, climate, meteorological, seasonal, waves, sea
level rising, and other ocean- and maritime-related datasets. Usually, these datasets are
provided through different sources, in different structures or data types; in many cases, a
complete dataset can be large in size and needs some kind of preprocessing (information
filtering) before use in the intended application. Recently, the term data cube introduced
in the scientific community and frameworks like Google Earth Engine and Open Data
Cubes have emerged as a solution to earth observation data harmonization, federation, and
exchange framework; however, these sources either completely lack the ability to process
climate, meteorological, waves, sea lever rising, etc., data from open sources, like CORDEX
and WCRP, or preprocessing is required. This study describes and utilizes the Ocean-
DC framework for modular earth observation and other data types to resolve major big
data challenges. Compared to the already existing approaches, the Ocean-DC framework
harmonizes several types of data and generates ready-to-use data cubes products, which
can be merged together to produce high-dimensionality visualization products. To prove
the efficiency of the Ocean-DC framework, a case study at Crete Island, emphasizing the
Port of Heraklion, demonstrates the practical utility by revealing degradation trends via
time-series analysis of several related remote sensing indices calculated using the Ocean-
DC framework. The results show a significant reduction in processing time (up to 89%)
compared to traditional remote sensing approaches and optimized data storage manage-
ment, proving its value as a scalable solution for environmental resilience, highlighting
its potential use in early warning systems and decision support systems for sustainable
coastal infrastructure management.

Keywords: coastal degradation; data cubes; earth observation analytics; remote sensing;
multidimensional visualization

1. Introduction
Coastal regions, encompassing shorelines, maritime zones, and the port infrastructure,

are subjected to severe environmental conditions that significantly accelerate material
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degradation. Prolonged exposure to climate conditions [1] like temperature fluctuations,
high humidity, saltwater spray, precipitation, wave action, tidal forces, and wind speed
drives multiple deterioration mechanisms, including metal corrosion, material erosion (af-
fecting both natural landscapes and engineered structures such as concrete), and structural
wear due to aging [2]. Furthermore, anthropogenic factors [3] such as oil exploitation [4],
urbanization and tourism [5] exacerbate degradation, compounding the environmental
stressors on these vulnerable ecosystems.

Coastal regions support a diverse range of human activities, from heavy industrial
operations in port zones to recreational, scientific, and athletic pursuits (i.e., blue econ-
omy [6]). These areas are vital to societal wellbeing, influencing the economic, environmen-
tal, and public health dimensions [7]. Ensuring the sustainability of these activities requires
safeguarding coastal zones against anthropogenic, environmental, and climate-induced
degradation. Advanced analytics-driven early warning and decision support systems offer
a robust approach to mitigating such deterioration, enhancing resilience in these critical
ecosystems [8].

Modern monitoring systems benefit from vast and diverse datasets, typically generated
from multiple sources with high volume and storage demands [9]. These data are often
distributed across heterogeneous architectures, posing significant Big Data challenges [10].
To address these issues, raw datasets can undergo harmonization and homogenization
processes. Furthermore, storing data in a structured and accessible manner facilitates
efficient post-processing and enables multidimensional parameter visualization. Such an
approach enhances the effectiveness of periodic coastal monitoring, supporting informed
decision-making and long-term resilience.

This work introduces the OCEANIDS Data Cubes (Ocean-DC) framework as a tool for
EO (Earth Observation) data harmonization, federation and homogenization. In particular,
this work examines the efficiency of processing raw EO data, focusing mainly on Sentinel-2
and Landsat-8/9 missions, and generating ready-to-use multidimensional data cubes.
By default, the Ocean-DC framework can be used for generating 3D products; however,
by defining a time window frame, these data cubes products can be stored as 4D data
cubes (hypercubes) either locally (i.e., on the end-users machine) or in online databases
(i.e., on a data providers machine), which can be later used for coastal region monitoring
based on time-series analysis. For better visualization, the final data cubes products are
combined with additional information (i.e., Digital Elevation Models) to expand further
their dimensionality.

In comparison with similar frameworks (i.e., Google Earth Engine [11] and Open
Data Cubes [12]), the Ocean-DC framework is straightforward and tailored for coastal and
maritime monitoring use cases and provides data that supports high-dimensional expan-
sion. Unlike Google Earth Engine, which is only online based, the Ocean-DC framework
can be installed anywhere and is supported by all major operating systems. In addition,
the source code follows free and open standards, allowing the scientific community to
build a demanding application upon it. Compared to Open Data Cubes, the Ocean-DC
framework follows a similar approach but additionally supports climate/meteorological
data, including waves and sea level datasets from CORDEX [13] repositories.

To prove the efficiency and effectiveness of the Ocean-DC data cubes, this manuscript
presents a case study example. The case study uses monthly captured Sentinel-2 and
Landsat-8/9 products of past years as raw data and generates EO Data Cubes using the
Ocean-DC framework. As an area of interest, the island of Crete (Greece, Mediterranean) is
selected, with emphasis on the port of Heraklion, which serves significant trade routes con-
necting Greece to various destinations across the Mediterranean and beyond. The research
provide significant results and indicates the importance of utilizing traditional remote
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sensing approaches with innovative techniques for assessing coastal surface degradation
through spatiotemporal analytics.

In summary, the contribution of this work is as follows:

• This work introduces the Ocean-DC tool as an approach of EO data harmonization
and homogenization.

• This work addresses current Big Data challenges through the Ocean-DC
tool implementation.

• The Ocean-DC products provide a robust architecture for EO data management
(i.e., storage, processing, and distribution).

• Through the case study, we investigate the use of advance analytics tools for monitor-
ing coastal degradation.

• This work investigates the visualization of EO data in high-dimensional data structures.

The rest of the paper is structured as follows: (a) Section 2 provides related works of
the current literature; (b) Section 3 describes the Ocean-DC tool; (c) Section 4 demonstrates
the Ocean-DC tool and presents the results of the case study; (d) Section 5 discusses further
the experimental results; and (e) Section 6 concludes this work.

2. Related Works
A data cube is defined as a multidimensional array or data structure that enables

the efficient analysis of complex datasets across multiple dimensions. DC frameworks
leverage this capability for big data storage and analytical processing [14], frequently
involving complex queries [15] for data retrieval and analysis [16]. Key functionalities of DC
frameworks include (a) multidimensional representation [17]; (b) cube-based visualization
of big data [18]; (c) data aggregation [19]; (d) optimized query performance [20]; (e) OLAP
operations [21]; and (f) smart big data applications [22].

In geosciences and especially in remote sensing and geospatial application, DC frame-
works have become instrumental for data federation and harmonization. For example,
ref. [23] implemented an Open Data Cube platform to generate Earth observation data
cubes across Brazil, facilitating land use mapping through satellite imagery and tempo-
ral analysis. Similarly, ref. [24] evaluated the capabilities of Swiss DCs for monitoring
snow cover dynamics in Gran Paradiso National Park using the Swiss Data Cube plat-
form [25], an open-source solution designed for managing and analyzing large-scale Earth
observation datasets.

Giuliani et al. [19,26] developed a methodological approach for land degradation
assessment using Swiss DCs, incorporating solar geometry indicators to evaluate land
productivity, soil organic carbon dynamics, and degradation patterns. Their work also
introduced an automated "Data Cube on Demand" system that generates customized DCs
based on user-specified parameters including geographic extent, sensor characteristics, and
satellite product types.

The Australian Geoscience Data Cube [27] addresses fundamental Big Data chal-
lenges, volume, velocity and variety, enhancing Earth observation applications in water
resource monitoring, coastal processes, agricultural assessment, forest cover change, and
biodiversity studies. The work of Temenos et al. provides an example of recent innova-
tions in context-aware adaptive DC framework for environmental monitoring and climate
change mitigation.

Lastly, the Ocean-DC prototype was introduced in the previous work of Kavouras
et al. [28]. The Ocean-DC prototype framework is designed for coastal and maritime
monitoring near port infrastructures. In previous case study, the analysis was restricted
to monitoring a close temporal window over the Piraeus region, emphasizing the oil spill
accident in Saronic Gulf on the 10th of September 2017. Following the results of previous



J. Mar. Sci. Eng. 2025, 13, 1239 4 of 24

research, in this paper’s case study, they investigated the efficiency of the Ocean-DC tools
and products for both EO products’ management and periodic coastal region monitoring,
emphasizing the indication of coastal degradation patterns.

3. Proposed Methodology
The Ocean-DC framework was first introduced as a prototype implementation in

our previous work [28]. Figure 1 illustrates the architecture of the current version of the
Ocean-DC framework. The Ocean-DC architecture is designed to handle several kinds of
data, both EO and non-EO, from different sources. This feature is not observed in existing
frameworks like Google Earth Engine and Open Data Cubes, which are limited to EO
data handling. The data collection is followed by the data harmonization process, which
includes the core processes for generating the Ocean-DC products and exporting them as
standardized NetCDF file formats. These products can be stored easily and processed in
the same machine or stored in a server for sFTP or Geoserver for WMS/WFS data exchange.
The final products can be used easily with traditional mapping techniques to produce
multidimensional visualization models.

Figure 1. The Ocean-DC framework architecture.

The Ocean-DC framework is designed under the EU Commission funded OCEANIDS
project [29] for harmonizing, federate, and exchange data from different sources for mon-
itoring coastline and maritime activities and degradation. According to the European
Commission [30], there are several variables that could be useful to coastal erosion mon-
itoring. The Ocean-DC framework’s architecture supports data corresponding to the
following parameters:

1. EXTREME WIND SPEEDS AND WAVES: These data can be collected from climate or
meteorological models (i.e., CORDEX mission [13]) or in situ data collection using
local station (i.e., usually from national observatories).

2. SEA LEVEL: These data can be expressed as seasonal or annual variability, considering
the local tectonics, subsidence, or uplifting of the coast. Tidal trends are also included
in these data category. The World Climate Research Program (WCRP) [31] can be a
source for such data.

3. CLIMATE/METEOROLOGICAL VARIABLES: The data can include climate/meteorological
phenomena, variables and parameters such as temperature, humidity, precipitation,
barometric forcing, etc. These data are mostly provided by models [13]. However,
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some of these parameters, such as temperature, can be collected, calculated or provided
in EO data (i.e., TIRS bands in Landsat-8/9).

4. COASTAL GEOLOGY: Coastal geology can be monitored using the SWIR [32] bands of
EO data (i.e., Landsat-8/9 and Sentinel-2) or geological maps.

5. VERY HIGH RESOLUTION BATHYMETRY DATA: Such data can be downloaded from
GEBCO [33]. The current version of the Ocean-DC framework does not process
these data; however, they can be used raw, combined with Ocean-DC products for
visualization enhancement.

6. VEGETATION IN THE COASTAL ZONE: By calculating the NDVI or NDWI EO products,
it is possible to monitor coastal vegetation both underwater and onshore. Vegetation
can stabilize the seabed and coastal dunes [34].

7. MONITORING OF DELTAS, LAGOONS, VEGETATION, AND MARSHES: These parameters
can be monitored using EO data (i.e., Landsat-8/9 and Sentinel-2) [35].

8. RIVER DISCHARGES, AND SEASONAL RIVER-BORNE SEDIMENT LOAD: Similarly, these
parameters can be monitored using EO data (i.e., Landsat-8/9 and Sentinel-2) [36].

The subsequent sections provide detailed descriptions of each methodological com-
ponent, beginning with the data acquisition phase that incorporates multi-source EO and
non-EO datasets, followed by the harmonization procedures designed to ensure data con-
sistency. The post-processing and storage management stage addresses the critical aspects
of data organization and accessibility, while the visualization component enables multidi-
mensional analysis of coastal parameters. This structured approach facilitates the robust
temporal monitoring of coastal environments while addressing the challenges inherent in
large-scale EO and non-EO data management.

3.1. Data Collection

As previously mentioned, the Ocean-DC framework supports several kinds of data,
both EO and non-EO data that can be used for coastal and maritime applications. First and
foremost, the Ocean-DC framework is designed to process the EO raw data collected from
different sources: (a) Landsat missions (i.e., 1–5 MSS, 4–5 TM, 7 ETM+, and 8–9 OLI-TIRS)
from USGS [37]; (b) sentinel missions (i.e., Sentinel-1, Sentinel-2, Sentinel-3, Sentinel-5P)
from Copernicus Data Space [38]; and (c) MODIS mission (i.e., TERRA, AQUA) from
NASA [39].

In addition, the Ocean-DC framework processes non-EO data that includes sea-
sonal/meteorological/climate data projections, waves and sea level parameters. These
data are provided from CORDEX and WCRP data sources as time series. In addition, this
category includes other types of data than can help in increasing the dimensionality of
the final products to better enhance the results. Such data can be height maps (i.e., Digital
Elevation Models (DEM) or Digital Terrain Models (DTM)) or bathymetry raster images.
Moreover, shapefile polygons can be used as input to the harmonization stage for bounding
the area of interest and clipping the original data (i.e., removing necessary information),
leading to the storage of efficient products.

At this point, it is necessary to clarify that this study exclusively utilizes online data
sources for collection. Table 1 presents compatible datasets with the Ocean-DC framework
and their products. Although the Ocean-DC framework supports several datasets, the
case study analysis of this manuscript uses Landsat and Sentinel products to demonstrate
the frameworks’ utility, emphasizing Landsat-8/9 and Sentinel-2 products that contain
similarities in radiometric information (i.e., spectral bands), and they are close in resolution.
Moreover, it is necessary to mention that CORDEX projection data may be high resolution
compared to other climate/meteorological data, but compared to remote sensing data,
their resolution is low. For example, the selected area of interest for this case study (Port of
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Heraklion) expands to a 2 × 2 grid of CORDEX data. Thus, for being able to visualize them
in a similar resolution as EO data, super-resolution processing is needed, which is out-of-
scope for this research and is not supported in the current version of Ocean-DC. Similarly,
the waves and sea level data are pointed, which follows a different post-processing from
CORDEX and EO data.

Table 1. Datasets that can be used with the current version of the Ocean-DC framework.

Data
Type

Product
Name Description Resolution Data Source

EO Landsat
Mission

Landsat missions, operating since 1972, provide continuous Earth observation
data, capturing multispectral and thermal imagery. They can be used to
monitor coastlines, map habitats like mangroves, assess water quality (e.g.,
turbidity, chlorophyll), and track temperature anomalies. With free, long-term
data, Landsat supports sustainable marine management.

Moderate resolution
(15 m/px, 30 m/px,
100 m/px)

USGS [37]

EO Sentinel
Mission

The Sentinel missions, part of ESA’s Copernicus program, deliver high-
resolution Earth observation data. Sentinel-2 maps coastal land cover and
water quality, while Sentinel-3 monitors sea surface temperature and ocean
color. Their frequent revisits and open data support shoreline tracking, sedi-
ment plume detection, and algal bloom monitoring.

Moderate to High
resolutions (5 m/px,
10 m/px, 20 m/px,
25 m/px, 60 m/px)

Copernicus
Data Space [38]

EO MODIS
Mission

NASA’s MODIS sensors, on Terra and Aqua satellites since 1999, provide
daily global data for coastal monitoring. They track sea surface tempera-
ture, ocean color, chlorophyll, and sediment transport. While coarser than
Sentinel or Landsat, MODIS excels at detecting algal blooms, erosion, and
turbidity changes

Low resolution
(250 m/px, 500 m/px,
1 km/px)

NASA [39]

non-EO

CORDEX
Projections
(RCP4.5,
RCP8.5,
Historical)

CORDEX delivers high-resolution regional climate projections for impact
studies. Using global model data, it offers historical (1950–2005), RCP4.5
(moderate emissions), and RCP8.5 (high emissions) scenarios. These help
analyze temperature, precipitation, and extreme events, aiding coastal as-
sessments of sea-level rise, heatwaves, and ocean-atmosphere changes for
adaptation planning.

High-resolution
(0.25°, approx.
12.5 km/px)

CORDEX [13]

non-EO Sea Waves

The WCRP drives global wave climate modeling through CMIP and COW-
CLIP, producing historical and projected wave data (height, period, direction).
This helps assess climate change impacts on coastal erosion, infrastructure,
navigation, and coastal management under various emissions scenarios.

Point Data WCRP [31]

non-EO Sea Level

The WCRP advances sea level research through initiatives like its Sea Level
Grand Challenge and CMIP models. It provides historical and projected sea
level data (including thermal expansion and ice melt) to assess coastal risks,
guide adaptation strategies, and support resilient infrastructure planning for
vulnerable communities.

Point Data WCRP [31]

non-EO DEM,
Bathymetry

DEM and Bathymetry data can be used for providing elevation information,
which can be used for generating higher-dimensional visualization products.

Typical resolutions:
15′, 30′ USGS [37]

non-EO Shapefile
Geometries These data can be used for bounding the area of interest. Self Generated

3.2. Data Harmonization

The Ocean-DC framework deploys the open Python libraries Xarray [40], rioxar-
ray [41], and rasterio [42] for data harmonization. The data harmonization phase integrates
all essential processing steps for generating standardized Ocean-DC products. This com-
prehensive procedure involves (a) read data (applied to EO and non-EO data); (b) spatial
clipping to the area of interest boundaries (applied to EO and non-EO data); (c) resam-
pling all datasets to uniform spatial resolutions (applied to EO data); (d) reprojecting the
products to a consistent Coordinate Reference System (CRS), where by default the WGS84
based on GRS80 ellipsoid with code EPSG:4326 (applied to EO and non-EO data) is used;
(e) computing derived spectral indices and products commonly employed in remote sens-
ing analysis (applied to EO and non-EO data); and (f) exporting the final data cubes in
NetCDF format, which is a widely adopted standard for multidimensional scientific data
storage and exchange (applied to EO and non-EO data). Figure 3 illustrates the harmoniza-
tion phase steps for the EO data processing. This systematic approach ensures spatial and
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radiometric consistency across all processed datasets while maintaining compatibility with
established geospatial analysis workflows.

As mentioned in the previous paragraphs, the Ocean-DC framework handles both
EO and non-EO data under a similar architecture. However, the supported raw data are
collected from different data sources, structured differently or distributed in totally different
formats. Thus, the first step of the harmonization phase is to recognize the correct data
type and execute the corresponding pipeline, which correctly reads the data and executes
the necessary processes according to the data types. For example, while processing EO
data, the first step is to identify the data origin from the missions identifier in the product’s
name (i.e., S02 for Sentinel-2 products, L08 for Landsat-8 products, L09 for Landsat-9
products) as well as the product’s level processing that indicates the spectral information.
For non-EO data, the Ocean-DC framework reads the data according to CORDEX [13] and
WCRP [31] documentations.

During the clipping stage, the spatial extraction of the raw EO raster data is performed
using the predefined shapefile boundary. This operation serves two critical purposes: (a) it
significantly reduces data volume when processing small areas of interest for facilitating
the efficient storage and distribution of final products; and (b) it establishes the spatial
domain for subsequent processing steps. However, the output size exhibits non-linear
growth relative to the dimensions of the area of interest, meaning that in some cases, the
resulted Ocean-DC products can exceed the original file size when the clipping boundary
represents large areas.

This size inflation occurs mainly in EO data because the harmonization process must
resample all input radiometric bands, which are typically provided at varying spatial
resolutions, to a common target resolution (generally the highest available resolution of the
raw product, i.e., 10 m/px for Sentinel-2 products or 15 m/px for Landsat-8/9 products).
Consequently, lower-resolution bands undergo substantial up-sampling during this stan-
dardization process, resulting in increased storage requirements for the final harmonized
product. The clipping process is handled mainly from the Xarray library for the EO data.
For non-EO data and especially CORDEX datasets, the clipping project is easier, as the
resolution of the raw data expands to 156.25 km2, which is wide. In this case, the user
specifies an output grid size (i.e., 2 × 2, 3 × 3, 4 × 4) and the algorithms find the coordinates
of the central pixel (or bottom left closest in central pixel for 2 × 2, 4 × 4, etc., grid selections)
and returns the corresponding values from the original datasets. Similarly, for WCRP data,
the algorithm returns the information from the closest station point.

The resampling process (applied only to EO products) is applied to correct the different
spatial resolutions between the spectral bands of raw EO products. This process is handled
by rioxarray and rasterio libraries. The reshaping can be achieved in the lower, medium,
or highest resolutions of the EO product if many spatial resolutions exist. For example,
Landsat-8 products are distributed in 30 m/px spatial resolution for all spectral bands
except panchromatic, which is in 15 m/px spatial resolution. In this case the higher
resolution will up-sample all original bands from 30 m/px to 15 m/px by splitting the
original 1-pixel to 4 pixels (twice the size). Similarly, for Sentinel-2 products, whose
products are distributed in 10 m/px, 30 m/px, and 60 m/px spatial resolutions, some
bands will be tripled or sextupled in size, and thus for larger areas, the final products will
be increased in size.

The reprojection step defines the correct reference system for projecting correctly the
Ocean-DC products with each other or with existing maps or other georeference data.
Reprojection is succeeded by georeferencing the data to a user-defined CRS. By default,
the system employs EPSG:4326 (World Geodetic System 1984-WGS84), which represents
the global standard CRS commonly utilized in GPS applications. At this point it is worth
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mentioning that a critical consideration in this workflow is that the clipping geometry
(i.e., shapefile boundary) may require prior reprojection to match the CRS of the input EO
raster data, which is a mandatory step for the clipping operation to be properly executed.
Given the computationally intensive nature of reprojection operations, it is significantly
more efficient to perform this transformation on the shapefile geometry rather than on the
complete EO raster dataset. This approach not only optimizes processing efficiency but
also mitigates potential memory overflow issues that frequently arise when reprojecting
large raster files.

Following reprojection, the Ocean-DC framework calculates several spectral indices
commonly used in remote sensing applications. The automation of this integration pro-
vides an important advantage by delivering analysis-ready data, which can be immediately
employed for coastal monitoring or other applications, without requiring high-demanding
post-processing. However, it should be noted that these computational operations propor-
tionally increase the final product size relative to the spatial extent of the clipping boundary.
In cases involving large study areas, this may result in substantial file sizes that warrant
consideration during storage planning and data distribution.

The harmonization phase ends by combining all derived products upon the orig-
inal data, generating the Ocean-DC product. At this moment, the final product of the
harmonization phase can be exported as NetCDF, which is an established standard for
multidimensional scientific data storage and exchange. According to the application, the
structure of a NetCDF file can be implemented using different architectural approaches.
Precisely, for applications involving data distributions through sFTP networks with sub-
sequent processing or visualization in GIS software (i.e., QGIS, ArcGIS, etc.) (i.e., QGIS),
the NetCDF structure needs to mimic a Virtual Raster (VRT) template architecture. How-
ever, when geoserver compatibility is required, an alternative layered structure must be
employed, where each spectral image is stored as a separate dataset within the NetCDF file
due to the geoserver’s lack of a VRT-based architecture. This architectural flexibility allows
the Ocean-DC framework to adapt to various deployment scenarios while maintaining
data integrity and accessibility.

3.3. Post Processing and Storage Management

The Ocean-DC framework produces analysis-ready products through the aforemen-
tioned semi-automated processing steps, which are described in the previous paragraphs.
This design allows users to focus exclusively on post-processing and data management
tasks tailored to their exact application requirements. For example, in coastal monitor-
ing application, post-processing primarily involves the generation of appropriate color
palettes to provide effectiveness in the visualization of spectral indices or other EO prod-
ucts. In addition, the framework’s automated approach significantly reduces the prepro-
cessing overhead while maintaining flexibility for parameter customization during the
harmonization phase.

Another functionality of the Ocean-DC framework is the incorporation of the storage
management within the harmonization phase, while maintaining user flexibility in data or-
ganization. The system automatically structures output products into directory hierarchies
based on filename keywords, while the user retains full control over the physical storage
location. Following product generation, distribution methods can be customized according
to application needs, with options including sFTP transfer for complete dataset sharing
or geoserver deployment for selective band distribution. While the framework facilitates
these common distribution pathways, it remains compatible with external storage solutions
such as cloud platforms or public servers, as these implementation-specific choices extend
beyond the framework’s core functionality.
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3.4. Visualization

The visualization of the Ocean-DC products is the final step of the proposed method-
ology. Today, there are several technologies that permit the visualization of high-
dimensional data in various forms. To keep the analysis simple, this research compares
traditional 3D (band × latitude × longitude) or 4D (time × band × latitude × longitude)
data structures with a 5D data structure, where as the 5th dimension, the elevation is
considered. Thus, the final 5D data structure corresponds to the following dimensions
(time × elev × band × latitude × longitude). Figure 2 illustrates a visual example of a di-
mension expanding for high-dimensional visualization.

Figure 2. Example of a dimension expanding for high-dimensional visualization.

Let use note that the generated Ocean-DC products are 3D (band × latitude ×
longitude), similar to the original products. There are two ways to generate 4D data
cubes (hyper cubes). The common and easiest approach is the comparison of two 3D
data cubes, which is generated as a 4D (time × band × latitude × longitude) representation.
A different approach can be the generation of a 3D (elev × latitude × longitude) Digital
Elevation Model (DEM), which in this case, instead of radiometric information (i.e., spectral
band), the 1st dimension corresponds to elevation. Thus, by applying the radiometric
information upon the elevation model, a 4D (elev × band × latitude × longitude) prod-
uct is generated. Please consider that this dimensional space can be equally expressed
as (band × elev × latitude × longitude), and the dimensional order affects only the archi-
tecture of the system. Finally, by combining two different temporal 4D products, a 5D
(time × elev × band × latitude × longitude) space is defined.

The visualization phase can be supported by a variety of software, such as GIS, 3D
Editors or Game Engines. Each software provides a unique environment with the necessary
tools for visualizing, editing, or navigating over the 3D spatial environment by either
selecting different dates (4th dimension, i.e., time) or different spectral perspective (5th
dimension, i.e., spectral band selection). For example, in QGIS software there are several
plugins that can be used to transform a DEM into a 3D map, and the user can navigate to
other dimensions by selecting different layers.

In a 3D Editor, such as Blender, the height-map can be used as a displacement map
or modifier to transform a plane mesh to a realistic ground representation. In this case,
the dimensions corresponding to the time and spectral bands are imported as mesh ma-
terials to the mesh geometry. Similarly, in a Game Engine, the 3D mesh geometry can
be imported along with the images of spectral bands, which will be used as model ma-
terials. However, game engines support advanced graphic structures, lighting simula-
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tions, and a programming environment, which helps the user in developing realistic and
interactive maps.

Further dimension expansion is also achievable by using climate, meteorological, or
seasonal atmospheric data and advanced game engine graphics (i.e., fog) to project the
information upon the current 4D (elev × band × latitude × longitude) model. Similarly, sea
level rise or waves can be simulated inside a game engine, adding another dimensional
parameter to the system. These applications can be built upon the Ocean-DC framework
by post-processing the data cubes’ products. All these brainstorming ideas indicate the
significance of the Ocean-DC framework as an emerging tool for addressing current Big
Data challenges and bridging the gap between EO and non-EO analysis.

4. Case Study: Periodic Monitoring of the Port of Heraklion
The case study emphasizes the periodic monitoring of northern coastal regions of

Crete Island, which are located in Greece, with particular emphasis on the Port of Her-
aklion and its surrounding areas. The Port of Heraklion is a critical hub for Crete’s blue
economy, as the Heraklion Port Authority [43] manages the following principal maritime
activities: (a) ferry operations; (b) cargo handling; (c) cruise tourism; (d) fishing harbor
services; and (e) shipyard maintenance. These multifaceted operations underscore the
port’s strategic economic importance while simultaneously increasing its vulnerability to
coastal environmental changes that can impact maritime infrastructure and operations.
The following sections describe in detail the experimental setup and results using the
technologies described in the proposed methodology.

4.1. Experimental Setup

This work evaluates the efficacy of the Ocean-DC framework focusing on the tools and
products for managing EO data and monitoring coastal regions through a systematic four-
stage methodology. The proposed approach encompasses the following phases: (a) data
collection; (b) data harmonization; (c) post-processing and storage management; and
(d) visualization. Figure 3 presents the comprehensive workflow developed for EO product
management and periodic coastal monitoring within this investigation. Please note that
non-EO data like sea waves and sea level rise have lower resolution and need additional
processing, which is out of scope for this research. Figure 4 provides a visual example of
such data to clarify the reason why they are excluded from this case study example.

The Ocean-DC framework is publicly available on GitLab [44] as a cross-platform
solution compatible with all major operating systems. Developed in Python, the framework
can be readily deployed by installing the required dependencies within a Python virtual
environment. This free and open-source implementation enables full reproducibility of the
data harmonization pipeline, facilitating validation studies and collaborative development.
The shared code-base allows researchers to replicate processing workflows, verify results,
and adapt the framework for specific coastal monitoring applications.

In this experiment, we investigate the core environmental parameters that can be
easily identified using remote sensing products and act as indicators for coastal degra-
dation, especially in the Port of Heraklion. Considering the aforementioned variables,
the data collection strategy is designed appropriately. Most of these variables can be vi-
sualized using EO data, such as Sentinel-2 and Landsat-8/9. Sentinel-2’s superior 10 m
spatial resolution makes it ideal for coastal monitoring, though it lacks thermal bands for
temperature analysis. For this reason, in this case study Sentinel-2 monthly data were
downloaded from January 2016 to December 2024, and Landsat-8/9 monthly data were
downloaded from January 2024 to December 2024 for thermal analysis and cross-sensor
comparison. A significant challenge with both satellite systems is cloud interference, which
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can obscure critical ground data. For this reason, during the selection of the data, a filter is
used with a cloud cover threshold of 60% to maximize the usable data while minimizing
cloud obstruction.

Figure 3. The suggested workflow for EO products’ management and periodic coastal region
monitoring based on high-dimensional Ocean-DC products.

Figure 4. Mapping example of sea level rising and sea waves. The Ocean-DC products contain
time-series geolocated information, which cannot be efficiently visualized in a 2D map, without
further processing. The center point of each square corresponds to the location of the measured
station, while the size of the square has no physical meaning and is used only for visualization
purposes. Red boundary is used for clipping the whole Crete island. Yellow boundary is used for
clipping the coastal area around the Port of Heraklion. (source of map background: Google Satellite,
projection: EPSG3857/WGS84-Pseudo Mercator).

Additional data includes the shapefile geometries that are used for clipping the EO
data and representing the areas of interest. Figure 5 illustrates these boundaries: (a) The red
boundary is used for clipping the images around Crete. (b) The yellow boundary is used
for clipping the images around the Port of Heraklion. At this point, it is necessary to denote
that if the boundary exceeds the EO images, then the clipping area will be decreased on
that side to match the boundary of the image. In this case, the selected Sentinel-2 images
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have captured the northern coastal area of Crete island, and thus the analysis focuses on
that area. Lastly, from the USGS Earth Explorer source, the SRTM 1 Arc-Second Global
DEM of the Crete island was downloaded, which is used for generating the 3rd spatial
dimension. Table 2 summarizes the datasets used in this case study.

Table 2. Summarization of datasets used in this case study.

Data
Type

Product
Name Description of Use Data Source

EO Sentinel-2

Sentinel-2 products are similar to Landsat-8/9 but in higher
resolution. Common remote sensing indices that can be cal-
culated and used for coastal and maritime monitoring are the
following: (a) NDVI (Normalized Difference Vegetation Index),
(b) NDWI (Normalized Difference Water Index), (c) WRI (Water
Ratio Index), (d) NDBI (Normalized Difference Build-Up Ratio)
and (e) OSI (Oil Spill Index)

Copernicus
Data Space [38]

EO Landsat-
8/9

Landsat-8/9 products can be used for monitoring coastline and
maritime region by calculating several well-known remote sens-
ing indices like NDVI, NDWI, WRI, etc. Moreover, its thermal
bands can be used to calculate Land/Sea Surface Temperature.

USGS [37]

non-EO

SRTM 1
Arc-Second
Global
DEM

The DEM is used for visualizing the data in 3D space. In this
case study, it is used as the 4th dimension over the 3D Ocean-
DC products.

USGS [37]

non-EO Shapefile
Geometries

These data can be used for bounding the area of interest and
clipping the EO data. Self Generated

Figure 5. Polygon geometries of selected areas of interest. Red boundary is used for clipping the
whole Crete island. Yellow boundary is used for clipping the coastal area around the Port of Heraklion.
(source of map background: Google Satellite, projection: EPSG3857/WGS84-Pseudo Mercator).

The harmonization phase uses the tools of the Ocean-DC framework [45] for generating
two types of data cubes: (a) layered data cubes compatible with Geoserver; and (b) VRT
based data cubes for GIS software processing. Please note that these types of data cubes
can be used in combination with each other for high-dimensional processing. For example,
Figure 6 illustrates a 5D visualization of the NDVI time-series visualization in the Port of
Heraklion from February 2019 to February 2022, indicating the potential of the proposed
methodology. Please notice that the results are compared for the same season each year to
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exclude seasonal changes. In addition, in years 2019, 2020, and 2021, there is not a critical
change, and thus it can be assumed a normal trend (pattern). However, in 2022 the water
appears to be full of river debris, indicating critical conditions, which can cause coastal
erosion and maritime degradation.

Figure 6. A 5D (time × elev × band × latitude × longitude) visualization of the NDVI time-series
visualization in the Port of Heraklion from February 2019 to February 2022.

A different examination approach for providing similar results can be the generation
of a mesh model inside a 3D editor and visualization of the Ocean-DC as a material texture.
This alternative provides additional freedom, as 3D editors support tools and visualization
features that GIS software does not include. An extension to the visualization inside a
3D editor, is the visualization and analysis inside a Game Engine environment, which
supports programming, simulation and high-fidelity graphics (i.e., particle systems) which
could be used to further expand the visualization dimensions. Though this extension
could provide significant results, it is not investigated in this work but it is referred as an
alternative option.

Evaluation Metrics

To evaluate the efficiency of the Ocean-DC framework for periodic coastal monitoring
and compare it with the state-of-the-art approaches, we define five evaluation metrics:

1. STORAGE RATIO (SR): The SR is calculated by dividing the Ocean-DC product’s size
with the raw product’s size, when both of these products contain the same spectral
information (i.e., bands). This metric provides insights related to storage management.

2. TIME PERFORMANCE RATIO (TPR): This metric is calculated by comparing the time
needed to calculate the products by standard methods (e.g., manual approach using
GIS software or automation which exists in the GIS software).

3. PRODUCTS QUALITY/RESOLUTION (PQR = low, medium, high): This metric com-
pares the products created from the Ocean-DC framework with those created prod-
ucts by standard methods. The quality estimated using photo interpretation tech-
niques [46] (i.e., pattern recognition and color differences), which are commonly used
in remote sensing.

4. VISUALIZATION RESULTS (VisRes = low, medium, high): This metric evaluates the
different dimensional products in terms of visualization. The evaluation criteria are
the easiness of detection of the different entities (i.e., vegetation, urban, and coastal
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areas) in the images, without further processing. VisRes evaluated by using photo-
interpretation techniques [46] similar to PQR.

5. IDENTIFYING CRITICAL CONDITIONS (ICC = easy, medium, hard): This metric is an
extension of VisRes. In this case, different dates are visualized together for identifying
trends related to seasonal or yearly changes and identifying the outliers or critical
conditions of potential degradation based on photo-interpretation techniques [36,46].

4.2. Experimental Results

As described in the previous section, the main objective of this case study is to identify
degradation in the northern coastal area of Crete island, emphasizing mostly in the surround-
ing area of the Port of Heraklion. By using the collected dataset, several EO products [28]
were calculated using the Ocean-DC framework. However, according to the literature,
the following products are the most suitable to monitor coastal degradation: (a) Visible
Spectrum (RGB) [47]; (b) Visible Near Infrared (VNIR) [47]; (c) Visible Short-wave Infrared
(VNIR-SWIR) [48]; (d) Thermal Infrared Products (i.e., Land Surface Temperature-LST) [48];
(e) Normalized Difference Vegetation Index (NDVI) [49,50]; (f) Normalized Difference Water
Index (NDWI) [50,51]; (g) Normalized Difference Build-up Index (NDBI) [49,50] and Oil
Spill Index (OSI) [52]; and (h) Normalized Difference Red Edge Index (NDRE) [50].

For the full dataset and each individual product (i.e., RGB, VNIR, NDVI, and NDWI),
a total of 120 outputs were computed and visualized (12 for Landsat-8/9 and 108 for
Sentinel-2) per clipping boundary. Using conventional remote sensing techniques and
software, such as manual VRT generation and product calculation, the same processing
for both clipping boundaries required an average of 90 min per dataset (i.e., a single
Sentinel-2 or Landsat-8/9 raw product). In contrast, the Ocean-DC framework completed
the same task in under 10 min. Consequently, the TPR metric is calculated as follows:
TPR = 10

90 = 0.11, which is 11% of the average time needed using traditional approaches
(i.e., 89% less time).

Similarly, the following tables (Tables 3 and 4) present the results of the SR metric
for the clipping with the Port of Heraklion and Crete geometries, respectively. It is worth
noting that small geometries (i.e., coastal monitoring in a small radius around the port)
significantly reduce the storage size of the final products. However, in the opposite scenario,
where it is needed to use big geometries (i.e., monitoring the whole northern coastal region
of Crete), the storage size of the final products is increased by a lot. Thus, a recommended
solution is to formulate the data and organize the storage in a suitable way to prevent
storage memory overflowing.

Table 3. Storage ratio metric for clipping with Port of Heraklion geometry Ocean-DC products.

Satellite Mission Data Date Range Data Raw
Size [GB]

Size of Product
Containing Only
Raw Bands [GB]

SR of Product
Containing Only
Raw Bands [%]

Size of Product
Containing All
Bands (Raw and
Calculated) [GB]

SR of Product
Containing All Bands
(Raw and Calculated)
[%]

Sentinel-2 1 January 2016 to
31 December 2024 70.0 3.0 4.3% (decreased

by 96.7%) 11.0 15.7% (decreased by
84.3%)

Landsat-8/9 1 January 2024 to
31 December 2024 11.0 0.14 1.3% (decreased

by 98.7%) 0.50 4.5% (decreased by
95.5%)

Continuing the analysis, Figure 7 illustrates an example of periodic monitoring in the
coastal area of Port of Heraklion. In this example, it is used in a yearly temporal window
near February each year. By comparing the images together, it is easily identified that
on 26 February 2022, there are a lot of river debris in the coastal area, which can cause
possible degradation. Evaluating this 4D analysis (time × bands × lat × lon) based on
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VisRes criteria, the results provide high-quality material that make it easy to identify the
critical conditions (i.e., the ICC metric is evaluated as easy).

Table 4. Storage ratio metric for clipping with Crete geometry Ocean-DC products.

Satellite Mission Data Date Range Data Raw
Size [GB]

Size of Product
Containing Only
Raw Bands [GB]

SR of Product
Containing Only
Raw Bands [%]

Size of Product
Containing All
Bands (Raw and
Calculated) [GB]

SR of Product
Containing All Bands
(Raw and Calculated)
[%]

Sentinel-2 1 January 2016 to
31 December 2024 70.0 390.0 557.1% (increased

by 457.1%) 1540.0 2200.0% (increased by
2100.0%)

Landsat-8/9 1 January 2024 to
31 December 2024 11.0 50.0 454.5% (increased

by 354.5%) 198.0 1800.0% (increased by
1700.0%)

Figure 7. Example of periodic monitoring in the coastal area of the Port of Heraklion, using a yearly
temporal window near February each year. The yellow boundary indicates critical condition and
possible degradation in the coastal area.

Further analysis for estimating the magnitude of an extreme event uses EO indice
products that are also provided in the Ocean-DC framework. Figure 8 compares the NDVI,
NDWI, NDBI and OSI of 26 February 2022 (critical conditions with a lot of river debris
in the coastal area) with 21 February 2023 (normal conditions, suitable for control image).
The NDVI in both images is similar, with little differences in the agricultural area. In the
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NDWI products, the image of 26 February 2022, indicates the critical areas with higher
values (dark blue). Similarly, on 21 February 2023, it appears that there is a small critical
situation near the bay next to the airport. NDBI indicates some debris in the image of
26 February 2022. This index is used for highlighting the manufactured built-up areas
(higher values) and mitigating the effects of terrain illumination (lower values). The debris
is visualized with a blueish color, indicating ground material (probably dirt, gravel, and
rocks) in the coastal area. Finally, the OSI index provides additional information about the
water condition. In this index, the critical situation appears in the range of 1.60–1.75 (dark
purple) values, which appear in the image of 26 February 2022, near the coastline. Clear or
slightly dirty water appears between the range of 1.30 and 1.60 (1.30–1.45 clear, 1.45–1.60
slightly dirty).

Figure 8. Comparison between the products of 26 February 2022 (critical conditions) and 21 February
2023 (normal conditions).

The analysis so far expands the 3D Ocean-DC products to the 4th dimension, which is
the temporal (time) dimension. However, 5D mapping (i.e., Time × DEM × Band × Lat ×
Lon), simulations of phenomena and serious games [53] for policy making and decision
support systems [54] is an emerging trend. For this reason, it is necessary to investigate the
feasibility of using Ocean-DC in combination with 3D models, the easiness of generating
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these models, and their final quality and resolution, which in this research is evaluated
using the defined PQR metric.

Figure 9 provides an example of 5D visualization using QGIS. In this viewport, it
is possible to select any point in 3D space and obtain its coordinates, while the value is
estimated by its color. In the case study, for the background layer for the Crete region, the
corresponding product of 26 February 2022 (critical conditions) is used, while the Port of
Heraklion overlay is changed between 26 February 2022 and 21 February 2023. Of course,
the variations are infinite, and the user has the freedom to select the combinations that
satisfy the application.

Following the analysis and using photo-interpretation techniques to compare the
images and considering as the control (normal) situation the date of 21 February 2023,
the water regions with debris are clear enough only by the RGB composition. The other
compositions visualize in high fidelity the debris around the river’s delta, pinpointing a
critical region for possible erosion. In particular, the VNIR composition and the products
NDWI and OSI indicate not only the debris close to the river’s delta but also the debris that
has been spread in the maritime environment, which is identified using pattern recognition.
Thus, in terms of the VizRes metric, the quality is high enough to indicate without using
any specific technology the critical areas. Similarly, the ICC metric is high because the
critical conditions are easily identified using simple pattern recognition and differences in
color by applying the same color map to similar products.

Finally, using Landsat-8/9 products, it is possible to calculate the LST for identifying
extreme temperatures that can affect the port infrastructure and cause material degradation.
Figure 10 illustrates the monthly LST of 2024 calculated by the Ocean-DC framework.
Please note that in the Port of Heraklio, during the summer months, the temperature
is between 30 and 35 Celsius degrees, which is high. In addition, during October and
November, lower temperatures are observed, with some areas indicating extremely low
temperatures. Thus, the combination between LST products with others can provide a
complete analysis for ocean degradation monitoring.

In terms of the PQR index, the quality of the products is high. In this case study, we
restricted only in QGIS for visualizing the 5D DCs; however, as mentioned, other software
can be used as well. Thus, summarizing the section, the proposed methodology is working,
and the Ocean-DC framework can provide several data in a short time. This data can
be post-processed or used as it is for creating multidimensional visualizations capable of
indicating critical conditions that can cause coastal degradation.
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Figure 9. A 5D (time × elev × band × latitude × longitude) visualization of Ocean-DC products
inside QGIS.
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Figure 10. Land Surface Temperature 4D (time × band × latitude × longitude) monitoring using
Landsat-8/9 products.
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5. Discussion
This work demonstrates the significant potential of the Ocean-DC framework for mon-

itoring coastal surface degradation. In particular, the study emphasizes port environments,
where infrastructures are highly exposed to environmental (i.e., temperature, humidity,
and salinity) and anthropogenic (i.e., cargo management and cruiser/tourism/traveling
activities) stressors. Through the integration of the Ocean-DC framework, the impor-
tance of data harmonization and the multidimensional structuring and visualization of EO
products can facilitate scalable and time-efficient analysis of long-term trends related to
coastal resilience.

The experimental results of the case study in Crete and Port of Heraklion underscore
the added value of spatiotemporal analytics for the early detection of coastal degradation
indicators. Both band combinations like Visible RGB, VNIR and VNIR-SWIR along with
indices calculations like NDVI, NDWI, NDBI, and OSI provide reliable proxies in identifica-
tion of seasonal changes, erosion patterns, vegetation changes and sedimentation anomalies,
highlighting critical conditions. Notably, the 4D and 5D visualization capabilities of Ocean-
DC allow for the intuitive interpretation of complex patterns across spatiotemporal and
spectral dimensions that are critical for EWS and DSS in coastal management.

In addition, the evaluation metrics, and specifically the PQR, VisRes and ICC criteria,
demonstrate that Ocean-DC products not only meet the standards required for opera-
tional use but in many cases exceed them. The detection of extreme coastal events (e.g.,
river debris accumulation in February 2022) is immediate and visually discernible without
additional processing, validating the effectiveness of the framework’s automated pro-
cessing and visualization pipeline. Furthermore, in terms of time (TPR) the Ocean-DC
framework can accelerate processing analysis up to 89% by semi-automating the whole
calculation/visualization processes (the user only needs to create the color maps and
select which parameters they want to visualize). In terms of storage management, the
Ocean-DC framework can efficiently handle the creation of data for small regions; however,
for larger areas (i.e., the northern region of Crete), the product size is hugely expanded.
This limitation can cause serious storage issues (i.e., memory overflow), and thus it is not
recommended to use this process analysis for large areas.

Finally, this work aligns with the broader literature in remote sensing and environmen-
tal analytics, emphasizing the transition from static observation to dynamic and predictive
monitoring. The Ocean-DC framework contributes to this transition by offering a gener-
alized, adaptable and on-the-fly system, which can be integrated with several kinds of
data. The Ocean-DC framework was developed mainly for ocean and coastal applications,
especially near port areas, but in reality, it can be used for other applications as well (i.e.,
vegetation monitoring, deforestation monitoring, and urbanism monitoring). In addition, it
can work well with artificial learning and machine learning applications, as the Ocean-DC
products can be used for input/output with little to zero post-processing.

Thus, future work will focus on enhancing the Ocean-DC framework through integra-
tion with predictive models and real-time data streams, while expanding its application to
other sensitive coastal zones. Higher visualization dimensionality will also be investigated,
possibly through simulations.

6. Conclusions
In this work, we investigated and validated the potential of Ocean-DC framework

as a robust, modular and scalable approach for big data harmonization, processing and
visualization of coastal degradation. By integrating Sentinel-2 and Landsat-8/9 imagery
with temporal, spectral, and elevation dimensions, Ocean-DC enables advanced monitoring
capabilities, which extend beyond conventional remote sensing workflows. In addition,
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Ocean-DC products comply with general industry standards and are interoperable with
mainstream GIS software (e.g., QGIS, ArcGIS) or shareable via open-source platforms such
as GeoServer.

The case study in the Port of Heraklion demonstrated the system’s operational readi-
ness, while revealing significant environmental patterns through the automation of remote
sensing indices calculation and multidimensional visualization. Ocean-DC products suc-
cessfully identified key indicators of degradation, such as seasonal wetland variations,
shoreline vegetation loss, sediment transport, river debris, and heat anomalies. In addi-
tion, the integration of DEM layers further enhanced the spatial fidelity of the monitoring
outputs, allowing for advanced 5D representations.

In terms of performance, the framework achieved a substantial reduction in process-
ing time and provided structured data products suitable for downstream analysis and
dissemination. These findings support the framework’s application in broader geospatial
contexts, including environmental resilience, climate impact assessment, and maritime
spatial planning. Overall, this work provides a replicable, open-source foundation for
EO-based environmental intelligence, contributing to informed decision-making in coastal
management and infrastructure sustainability.

By concluding this work, the main insight and conclusions are summarized as follows:

• This work presents the Ocean-DC framework as an emerging technology comparable
to current state-of-the-art data cubes’ generators like Google Earth Engine and Open
Data Cubes.

• In comparison with the state-of-the-art data cubes’ generators, the Ocean-DC frame-
work is supported by all major OS and can be installed easily in any system, even
in virtual machines. In addition, it supports the processing of CORDEX and WCRP
datasets without preprocessing.

• In terms of the output products, the Ocean-DC generates ready-to-use data cubes
in NetCDF format without necessarily needing post-processing. The generated EO
products can be accesses, shared, and visualized easily in any GIS software as VRTs or
a geoserver via standardized formats (i.e., WMS/WFS).

• A limitation to the current Ocean-DC product can be the unavailability to upscale
(i.e., super-resolution) the CORDEX and WCRP data, which need further processing
outside the framework.

• For both EO and non-EO data, the Ocean-DC framework uses boundary geometries to
clip the original data over the area of interest (i.e., exclude unnecessary information).
A natural limitation to this process can be the selection of huge areas of interest, which
can increase the storage size of final products compared to the raw structure.

• While processing EO data, the Ocean-DC framework calculates several remote sens-
ing products automatically by recognizing the correct data type. This characteristic
severely minimizes the needed post-processing time (or download time if using cur-
rent existing alternatives to obtain similar ready-to-use data).

• Considering the case study results, the Ocean-DC framework can be an intuitive
solution for ocean and maritime periodic monitoring, as the generated products can
be visualized using different multidimensional analysis approaches, such as photo-
interpretation like pattern recognition, differences in colors, etc. In these approaches,
the correct selection of a color map can indicate successfully critical areas and extreme
situations that can cause coastal and maritime degradation.
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